Exam Statistical Methods in Physics
Monday, April 11 2011, 9:00-12:00

Qader Dorosti
Rijksuniversiteit Groningen / KVI

Before you start, read the following:

o Write your name and student number on top of each page of your exam;
o Illegible writing will be graded as incorrect;
e Good luck!
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Problem 1 (10 points)

Give a short and complete explanation to the following terms: (Avoid ambiguity in your
understanding and use of similar terms)

(a) Define the term statistic. Is a statistic a random variable?

(b) Define the term ”estimator.” Is an estimator a random variable? What's the difference
between an estimator and a statistic?

(c) Define the ”standard error” of an estimator, Q(z).

(d) What is the main motivation in choosing the critical region in hypothesis testing?

Problem 2 (15 points)

A particle on the surface of a half-circular disk of unit radius as shown below.

The particle has a uniform probability density for being located at any position on the
surface.
(a) Find p(z,y), the joint probability density in the variables z and y.

(b) Calculate p(z), the probability density of the single random variable z. Make a plot
of p(x) with carefully labeled axes.

(¢) Calculate p(y) and make a plot of p(y) with carefully labeled axes.

(d) Calculate p(z|y), the conditional probability density of the random variable z for a
given value of y. Make a plot of p(z|y) with carefully labeled axes.

(AN Toatm—a2 a2 (Oalenlats mlr) and malke a nlat of n(r) with carefullv Iaheled axes.
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Problem 3 (20 points)

Let 1, 9, ..., T, be a dataset that is a realization of a random sample from a distribution
with probability density of fs(z) given by.

e @9  forz >4
fs(@) = {0 forz <¢

(a) Determine E[X] and Var(X).
(b) Draw the likelihood L(9).

(c) Determine the maximum likelihood estimate for 4.

Problem 4 (15 points)

You have a collection of 100 six-sided dice. For a single dice, the integers 1 through 6
are all equally likely to result after a roll. Suppose you roll all 100 dice at the same time.
What is the approximate probability density for the sum s (the summation of the values
on all of the dice)?

Hint: Even though s is discrete, write an expression for the continuous envelope func-
tion.

Problem 5 (20 points)

Consider the following data set:

x y
0.00 | 1.31
1.00 | 1.28
2.00 | 4.74
3.00 | 9.28
4.00 | 13.06

(a) Determine the least squares of estimate o of the parameter of the model y = az.
(b) Determine the least squares of estimate 3 of the parameter of the model y = Sz?.

(c) Using the goodness of fit, explain which one of the two models is describing the data
better (assume the error in measuring the variables is o = 1)?
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Problem 6 (20 points)

You and your friends are considering to submit the solutions of this exam in some min-
utes(hopefully). There are many other students from other courses giving their exams
right now and considering/going to submit their solutions in some minutes, too. In the
last 5 minutes of exams, the number of submitted solutions in 1-minute interval follows
a Poisson distribution with a rate of X\. Assume that the total number X; of submitted
solutions during each of those 1-minute time intervals, will be sampled as the following
data sample:

X ={4,2,3,1,5}

(a) Calculate the method of moments estimator for the rate A using the data sample.

(b) What is the probability that everybody submits their solutions before the last 5

minutes of the exams?

Now, instead of the number of submitted solutions, your exam’s surveillance keeps
track of the time spent waiting until you submit your solutions. His statistic textbook
tells him that the waiting time T} for the r** occurrence of a Poisson event has a PDF
of the following form:

g [Pt w20
T 0 otherwise

He knows that you submit your solutions always 3 positions earlier than the other
students from other courses (i.e. 7 = 3) and he only keeps track of the time T; all the
students are spending together until one of you submits his/her solution.

(c) What is the likelihood function for the sample {T3,T5, ..., T} 7

2 (d) Find the maximum likelihood estimator for A (no number is required).



Table 1: Chi-squared distribution: P(T' > Tys) = fT X(NDF)dT

p value; NDF 1 2 3 4 5 7 8 9 10

991 0.00 0.02 011 0.30 055 0.87 124 1.65 209 256
90| 0.02 021 058 1.06 1.61 220 2.83 349 417 487
80| 0.06 045 101 1.65 234 3.07 3.82 459 538 6.18
70| 015 071 142 219 300 3.83 4.67 553 6.39 7.27
60| 027 1.02 187 275 3.66 4.57 549 642 736 8.30
S0 045 139 237 336 435 535 635 7.34 834 934
40| 071 1.83 295 404 513 6.21 7.28 835 941 1047
30 1.07 241 366 488 6.06 7.23 838 9.52 10.66 11.78
20 164 322 464 599 729 856 9.80 11.03 1224 13.44
A5 207 379 532 674 812 945 10.75 12.03 13.29 14.53
J0 271 461 625 778 9.24 10.64 12.02 13.36 14.68 15.99
09| 287 482 649 804 9.52 10.95 12.34 13.70 15.03 16.35
.08 3.06 5.05 6.76 834 9.84 11.28 12.69 14.07 1542 16.75
07) 328 532 706 867 10.19 11.66 13.09 14.48 15.85 17.20
06| 3.54 563 741 9.04 10.60 12.09 13.54 14.96 16.35 17.71
05| 3.84 599 781 949 11.07 12,59 14.07 1551 16.92 18.31
.04 422 644 831 10.03 11.64 13.20 14.70 16.17 17.61 19.02
03] 471 7.01 895 10.71 1237 13.97 1551 17.01 18.48 19.92
021 541 7.82 9.84 11.67 13.39 1503 16.62 18.17 19.68 21.16
01] 6.63 9.21 11.34 1328 1509 16.81 1848 20.09 21.67 23.21
.001 | 10.83 13.82 16.27 18.47 20.52 22.46 24.32 26.12 27.88 29.59




